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Abstract—Accurately mapping the radio environment (e.g.,
identifying wireless signal strength at specific frequency bands
and geographic locations) is crucial for efficient spectrum shar-
ing, enabling Secondary Users (SUs) to access underutilized
spectrum bands while protecting Primary Users (PUs). However,
existing models either lack generalization due to shadowing,
interference, and fading, or are computationally expensive, lim-
iting real-world applicability. To address such shortcomings,
we derive a second-order Partial Differential Equation (PDE)
for the Received Signal Strength Indicator (RSSI) based on
an established statistical model. We then propose ReVeal (Re-
constructor and Visualizer of Spectrum Landscape), a novel
Physics-Informed Neural Network (PINN) that integrates the
PDE residual into a neural network loss function to accurately
model the radio environment using sparse Radio Frequency (RF)
sensor measurements. ReVeal is validated using real-world mea-
surement data from rural and suburban areas of the ARA testbed
and benchmarked against existing methods. ReVeal outperforms
traditional approaches in radio environment prediction; for
example, with a Root Mean Square Error (RMSE) of only
1.95 dB, ReVeal achieves an accuracy of the order of magnitude
higher than existing methods, including 3GPP and ITU-R channel
models, ray tracing, and neural networks. In addition, ReVeal
achieves high accuracy with low computational complexity while
requiring only sparse RF sampling—for instance, just 30 training
sample points across a 514-square-kilometer area. The promising
results demonstrate ReVeal’s potential to advance spectrum man-
agement by enabling precise interference management between
PUs and SUs.

Index Terms—Radio environment mapping, TVWS, physics
informed neural network, PINN, ARA, rural regions, channel
modeling.

I. INTRODUCTION

Existing spectrum sharing frameworks, such as those im-
plemented in the TV White Space (TVWS) database and
Citizens Broadband Radio Service (CBRS) Spectrum Access
System (SAS), rely heavily on traditional statistical models.
However, such models struggle to accurately capture the real-
world spectrum occupancy and do not generalize well enough
to capture shadowing and fading caused by different kinds of
terrain and environmental conditions, leading to conservative
approaches that over-protect the primary users (PUs) and cause
discrepancies in channel availability for spectrum re-use [1]–
[3]. In the meantime, deterministic models such as ray tracing
require precise characterization of the complete propagation
environment such as vegetation, trees, buildings, and material
properties. Any errors in accurately defining these site-specific
characteristics can degrade the models’ accuracy. In addition,

such deterministic models are computationally expensive to be
useful for at-scale, online spectrum management in dynamic
radio environments. The existing stochastic and deterministic
models also typically require the transmitter’s operational pa-
rameters, such as Effective Isotropic Radiated Power (EIRP),
transmitter location, and antenna characteristics, which may
not be available in real-world scenarios (e.g., where strong
privacy or military secrecy are desired). The aforementioned
drawbacks call for new models that are generically appli-
cable to diverse environments and that are highly accurate
in capturing the impact of transmitters and environmental
factors (e.g., vegetation, trees, and buildings) on receiver signal
strength while not requiring comprehensive, highly accurate
information about the transmitters and environment.

To address the above challenge, data-driven modeling via
Spectrum Cartography (SC) offers a promising solution av-
enue. In SC, ground-truth wireless signal measurements from
sparsely distributed RF sensors are used to accurately gener-
ate the Radio Rnvironment Map (REM) in the geographical
area of interest [1], [4]–[7]. In particular, SC treats radio
environment mapping as an ill-posed inverse problem where
transmitter location and RF parameters are not available,
and SC uses the spatial relationship between measurements
to regenerate REMs [8]–[10]. The generated REMs have a
wide range of applications in wireless communications, for
instance, dynamically identifying white spaces for efficient
spectrum sharing, optimizing power control for interference
management, and facilitating seamless handover [6], [7].

Despite their promises, existing methods for generating
REMs have significant limitations. For instance, techniques
such as kriging and tensor decomposition assume a uniform
spatial structure, failing to capture complex variations in signal
strength often observed in real-world scenarios. In addition,
these models typically require dense data, leading to high
computational and sensing costs [8], [11]. Similarly, while
deep learning approaches are powerful for matrix or tensor
completion tasks, they often lack interpretability and require
vast amounts of labeled data, which are impractical to collect
in real-world settings.

To fill the gap in radio environment mapping, we pro-
pose ReVeal, a novel PINN architecture for blind spectrum
cartography. ReVeal uses a PDE to characterize the spatial
variations in wireless signal strength, and then it incorporates
the PDE as a physical constraint to a Fully Connected Neural



Network (FCNN) with random dropouts. Such an innova-
tive approach enables ReVeal to achieve high accuracy with
minimal data, capturing real-world signal variations without
requiring prior knowledge of transmitter parameters or detailed
environmental information (e.g., terrain). The key contribu-
tions of this paper are as follows:

• Introduction of PINN to Spectrum Cartography: This
paper pioneers the use of PINNs in blind spectrum
cartography, introducing a novel approach that integrates
physical laws with data-driven learning to improve the
accuracy and efficiency of radio environment mapping
without requiring knowledge of transmitter operational
parameters or environmental conditions.

• PDE Form of Path Loss Model: This paper derives a
novel PDE-based on an established statistical path loss
model, allowing ReVeal to capture spatial variations in
signal strength caused by shadowing, thereby enabling
the model to accurately account for shadowing and other
environmental factors without prior knowledge of the
environment. The PDE-based loss function proves supe-
rior in capturing shadowing distribution, which simple
empirical path loss models fail to achieve when used with
PINNs.

• Data- and Computation-Efficient Solution: ReVeal re-
quires significantly fewer sample points than traditional
techniques and achieves high accuracy. Its data efficiency,
fast convergence, and optimized architecture, makes Re-
Veal well-suited for large-scale, real-time spectrum man-
agement in dynamic radio environments.

• Real-World Outdoor Evaluation: ReVeal has been eval-
uated using the ARA testbed [12] across diverse rural
and suburban terrains and channel conditions. In addi-
tion, we benchmark the performance of ReVeal against
statistical, deterministic, geospatial, and neural network
models using real-world data collected over an area of a
19.4 km × 26.5 km area in ARA.

The rest of the paper is structured as follows: Section II dis-
cusses related work, Section III introduces ReVeal, Section IV
outlines the experiment evaluation plan, Section V presents the
experimental results, and Section VI concludes the paper.

II. RELATED WORK

In what follows, we first review the stochastic and deter-
ministic models typically used in today’s spectrum manage-
ment practice. Furthermore, we discuss geospatial models,
deep learning models, and physics-informed deep learning
approaches.

a) Stochastic and Deterministic Models: Channel mod-
eling has been a fundamental component of wireless com-
munication systems design, providing critical insights into
signal propagation for interference management and network
optimization [13]. Stochastic modeling techniques rely on
statistical distributions or empirical equations to characterize
signal distribution based on the operational parameters of
the transmitter (e.g., location, height, and antenna azimuth),
and line-of-sight information between the transmitter and the

receiver. The use of probabilistic techniques and statistical
distributions in these models helps reduce computational
complexity. However, such a simplification often comes at
the expense of accuracy [14]. Since these models rely on
summary statistical distributions rather than specific real-
world instances, they fail to capture site-specific environmental
features (e.g., vegetation, trees, and buildings). As a result,
these models cannot accurately characterize wireless channel
behavior at a given location, where signal propagation and
shadowing effects can vary significantly across space.

Deterministic models, such as ray tracing, are site-specific
and enable precise modeling of the propagation environment
by considering the geographical scene, material properties, and
the scattering between the transmitter and receiver [15], [16].
By incorporating the principles of physics such as reflection,
diffraction, and scattering, deterministic models can accurately
calculate the path loss, delay, and angle of each reflected
component reaching the receiver. However, precision comes at
the expense of computational complexity. Moreover, in real-
world scenarios where it is difficult to precisely characterize
the environment, deterministic models may still result in
significant, as we will demonstrate in Section V.

Both stochastic and deterministic models require prior op-
erational information about the transmitter, such as height,
azimuth, and EIRP, which may not be realistic in Radio
Dynamic Zones (RDZs) where multiple users utilize spectrum
as a shared common resource pool. Moreover, such models
are unable to integrate real-time spectrum usage data from RF
sensors deployed in RDZs [17].

b) Geospatial and Deep Learning Models: Geospatial
interpolation techniques have been the center of attention
among the wireless community for generating REMs. Ap-
proaches such as kriging [18] and inverse weighted distance
have been of use in modeling the spectrum occupancy based on
the sparsely collected data points. However, such techniques
work on the assumption of spatial stationarity and struggle
to capture the nonlinear relationships, often experienced in
modeling wireless channels, due to the presence of shadowing
and wireless interference [18]. Furthermore, these models
generally lack the ability to accommodate new terrains and
varying spatial resolutions.

Deep Learning (DL) algorithms, on the other hand, are able
to learn complex nonlinear spatial relationships from sparse
training data [19], [20]. Various DL models such as Convolu-
tional Neural Network [21], U-Net [22], and Generative Ad-
versarial Network [23] have been proposed to generate spatio-
temporal spectrum maps. However, DL approaches require sig-
nificant amount of training data, and collecting data from real-
world deployments is a time-consuming task. Furthermore,
achieving a fixed dense deployment of RF sensors is often
impractical due to cost and data collection overhead.

c) Physics-Informed Deep Learning: Physics-Informed
Deep Learning (PIDL) has emerged as a new compelling
method to solve PDEs for both forward and inverse problems.
Finite Element Methods (FEMs) have been the key in solving
PDEs in different engineering problems. However, while solv-



ing PDEs, FEMs are not capable of integrating real-world data
without complex computationally expensive data assimilation
techniques [24]. Such a limitation prevents FEMs from fully
utilizing measurement data, which can cause valuable system
insights to be overlooked [25]. In contrast, neural networks are
naturally suited for data assimilation, as they can be trained
using data of varying fidelity and modality. PINNs have been
developed to bridge the gap between data-driven and physics-
based methods, especially in cases where partial knowledge of
the physical laws and sparse measurement data are available.
By embedding physical laws directly into the neural network
through residual loss terms in the objective function, PINNs
can enforce the governing PDEs as soft constraints, which
enable PINNs to solve forward and inverse problems using
sparse and noisy data [26].

PINNs so far have been widely used in applications ranging
from acoustic engineering to the modeling of flow dynamics
and modeling of electromagnetic fields, however, have not
been fully explored in the areas of wireless channel modeling
and spectrum sharing. In this work, we explore and develop an
innovative architecture that can leverage a PINN for spectrum
cartography in the TVWS band utilizing the real-world data
from the ARA testbed.

III. REVEAL: PINN FOR RADIO ENVIRONMENT MAPPING

Here, we focus on developing the spatial REM of a specific
geographical region of interest denoted as Domain D. The
Domain D is discretized into I × J equally sized cells, with
each cell representing a spatial location within the region
of interest. We assume the presence of a transmitter X
which may be located within or outside D, as illustrated in
Fig. 1. The transmitter’s location and other parameters (e.g.,
transmission power and antenna characteristics) are unknown.
A set of RF sensors Ωn (n = 1, 2, . . . , N ) is sparsely deployed
across D at random to observe the Received Signal Strength
Indicator (RSSI) at selected locations. Each sensor provides
measurements of RSSI or power levels P obs (Ωn, C) for each
channel C in a given set C. The set of channels C represents
the spectrum of interest, partitioned into discrete frequency

TABLE I
NOTATION SUMMARY

Notation Description
D Domain representing the specific geographical

region of interest
I × J Grid dimensions of the domain D
Ωn Set of RF sensors sparsely deployed across the

region D; n = 1, 2, . . . , N

P obs(Ωn, C) Observed power measurements (RSSI) at sen-
sor locations Ωn for channel C

C Set of channels or spectrum of interest, parti-
tioned into discrete frequency bands

P pred Predicted power measurements (RSSI) by the
model for sensor locations

L Objective function representing the error be-
tween observed and predicted values

Fig. 1. Visualization of signal source placement relative to the
domain/geographic-region of interest. The signal source (denoted as X)
influences the candidate sample locations (denoted as O) differently depending
on its position, altering the source coverage boundary (denoted in green color).

bands, with each band corresponding to a unique channel. The
measurements collected by these sensors are sparse and are
impacted by shadowing effects and large-scale path loss, which
vary across both spatial and spectral dimensions. Our primary
objective in SC is to model a function that can accurately pre-
dict the RSSI at any location within D, enabling the generation
of the REM for the domain D. Mathematically, the objective
is to minimize the error (L) between the expected observed
RSSI (P obs) and the expected model-predicted RSSI (P pred).
The notations used in this paper are summarized in TABLE I.

L =
1

N

N∑
n=1

|P pred(Ωn, C)− P obs(Ωn, C)|. (1)

A. Physics-Informed Neural Network in ReVeal

Physics-informed neural networks are a recent development
in scientific machine learning that leverage the ability of neural
networks to learn underlying physics. The core idea behind
PINNs is to incorporate the governing physical equation,
typically a PDE, as a component of the neural network’s loss
function during training. The mean squared residual of the
governing PDE, along with the data-driven loss function, is
minimized to train the neural network effectively.

To solve the SC problem, we propose a PINN architecture
as illustrated in Fig. 2. The network input consists of a set of
spatial locations of the measurement points Ωn representing
the geographical locations of the RF sensors within the Do-
main D. For a given channel C, the output of the PINN P pred

represents the expected RSSI values at the specified locations.
During training, P pred is compared with the observed values
at each training sample to compute the data-driven loss. Apart
from the data-driven loss, the residual of the governing-physics
PDE is incorporated to further minimize the overall error of
the PINN. The calculated loss is fed into the optimizer and is
used to update the network’s weights and biases accordingly.
To prevent overfitting, multiple dropout layers are included in
the neural network architecture.



Fig. 2. PINN architecture of ReVeal

The overall loss function of the PINN ensures that the model
not only minimizes the Mean Absolute Error (MAE) based on
the measured data, but also adheres to the underlying physics,
helping the model to generalize better during the training
process. The overall loss function for the PINN optimization
can be defined as

Ltotal = (1− λ)Ld + λLp, (2)

where

Ld =
1

N

N∑
n=1

∣∣P pred(Ωn, C)− P obs(Ωn, C)
∣∣ , (3)

and

Lp =
1

N

N∑
n=1

∣∣∇2P pred(Ωn, C)−∇2P obs(Ωn, C)
∣∣ . (4)

Here, Ld refers to the loss calculated from the labeled data
points collected from the sensors. The physics-driven loss Lp

is defined by Eqn. (4), where ∇2 represents the Laplacian
of both the predicted RSSI and observed RSSI at the sample
location (a detailed analogy of introducing Lp is discussed
in Eqn. (9)). The parameter λ in Eqn. (2) is a variable that
controls the weightage given to the data-driven or physics-
driven loss during the training of the neural network.

B. Governing-Physics PDE in ReVeal

A key design decision in ReVeal is selecting the physics
model that governs the spatial dynamics of RSSI. To achieve

this, we derive a second-order PDE based on well-established
wireless signal path loss models. Specifically, a well-known
path loss model is given by

Pr(x, y) = PT −
[
10η log10

(√
(x− xT )2 + (y − yT )2

d0

)]
+ Zσ.

(5)
Eqn. (5) describes the received signal power Pr(x, y)
at any given instance in space (x, y), as a function
of the transmit power PT , distance from the transmitter√
(x− xT )2 + (y − yT )2, path loss exponent η, reference

distance d0, and an added shadowing factor Zσ denoting a spe-
cific realization of the underlying random spatial variations1.
Taking the expectation of both sides of Eqn. (5), we get

E[Pr(x, y)] = PT −
[
10η log10

(√
(x− xT )2 + (y − yT )2

d0

)]
+E[Zσ].

(6)

The second-order partial derivative of Eqn. (6) with respect to
x results in

∂2E[Pr(x, y)]

∂x2
=

10η

ln(10)
· (y − yT )

2 − (x− xT )
2

[(x− xT )2 + (y − yT )2]2
+
∂2E[Zσ]

∂x2
.

(7)
Similarly, the second order partial derivative of Eqn. (6) with
respect to y results in

∂2E[Pr(x, y)]

∂y2
=

10η

ln(10)
· (x− xT )

2 − (y − yT )
2

[(x− xT )2 + (y − yT )2]2
+
∂2E[Zσ]

∂y2
.

(8)
Adding Eqns. (7) and (8), we get

∂2E[Pr(x, y)]

∂x2
+
∂2E[Pr(x, y)]

∂y2
=

∂2E[Zσ]

∂x2
+
∂2E[Zσ]

∂y2
. (9)

The left hand side of Eqn. (9) represents the Laplacian operator
as defined in Eqn. (4) while the right-hand side captures
variations in signal strength due to shadowing caused by
heterogeneous terrain and buildings within in the domain.
The PDE constraint in Eqn. (9) explicitly encodes the spatial
behavior of shadowing without requiring the knowledge of
transmitter’s location, ensuring that ReVeal does not merely
fit the training data but also generalizes effectively in unseen
regions.

In homogeneous environmental conditions or simple free-
space settings, the signal variation due to shadowing is zero,
thus the right-hand side of Eqn. (9) remains zero and does
not vary across space. However, in real-world environments,
where shadowing effects are present, the right-hand side of
Eqn. (9) becomes non-zero. Thus, a good model must precisely
capture the impact of shadowing and ensure that the second-
order derivatives of the predicted signal strength in Domain D
closely match the second-order derivatives of the observed
signal strength in D. To achieve this, we define the physics-
driven loss term Lp as shown in Eqn. (4).

1Temporal variation caused by fading is beyond the scope of this study and
is left as a part of the future work.



C. Learning Criteria and Algorithm of ReVeal

During training, the network optimizes a composite loss
function that integrates both data-driven and physics-driven
losses. After the forward pass, the model predicts the expected
RSSI at the training sample points. The model then computes
the error between the predicted and observed values using the
data-driven loss defined in Eqn. (3). In addition, leveraging
the network’s automatic differentiation capability, the model
calculates the second-order spatial derivatives of the predicted
RSSI values, which are used to evaluate the residuals of
the governing-physics PDE defined in Eqn. (4). The physics-
driven loss term minimizes these residuals, ensuring consis-
tency with the governing-physics PDE relative to the observed
RSSI. During back-propagation, the optimizer adjusts the
network’s weights and biases to minimize the composite loss,
effectively balancing both data-driven and the physics-driven
loss components.

The trade-off between the physics-driven loss and the data-
driven loss is controlled by the parameter λ, which determines
their relative importance. Without the data-driven loss term,
the model lacks a starting point for optimization, as the
physics-driven loss term, based on a PDE, does not provide
sufficient guidance to align predictions with real-world obser-
vations. Therefore, an appropriate choice of λ is essential to
achieve an optimal balance between empirical accuracy and
physical consistency during training, as further elaborated in
Section V.

D. Optimizing the PINN Architecture

Hyper-parameter tuning is a crucial yet tedious task in
designing machine learning algorithms, including PINNs. The
optimal selection of parameters—such as the number of hidden
layers, number of neurons per layer, activation function, and
learning rate—significantly impacts both the performance and
convergence of the model. In literature, advanced hyper-
parameter tuning algorithms utilizing techniques such as grid
search and random search have been employed for parameter
selection, including Autotune [27] and SMAC [28]. However,
most of such libraries require a predefined search space from
the user to identify the best parameters that minimize an
objective function. On the other hand, libraries such as Op-
tuna [29] provide users with the flexibility to define a dynamic
search space and employ advanced optimization techniques
such as Tree-Structured Parzen Estimator (TPE) for dynamic
and efficient hyper-parameter tuning and optimal parameter
selection. Therefore, in this study, we use Optuna [29] as
the hyper-parameter optimization library to select parameters
based on the spatially sampled data points. The resulting opti-
mized hyper-parameters are presented in TABLE II. Bringing
together all the aforementioned design choices, Algorithm 1
summarizes the ReVeal algorithm.

IV. EXPERIMENTAL SETUP

We evaluate ReVeal using real-world data collected from the
ARA testbed [12]. ARA is a first-of-its-kind wireless living lab
located around Iowa State University, spanning an area over

TABLE II
HYPER-PARAMETERS OF REVEAL

Hyper-parameter Value
Number of input features 2
Number of hidden layers 3
Number of neurons per layer 304
Activation function ReLU
Dropout rate 0.2
Number of output features 1
Learning rate 0.00369

Algorithm 1 ReVeal for Generating REM
1: Define the domain D of interest as a grid of I × J cells.
2: Define the locations Ωn of the RF sensors within D.
3: Load the observed RSSI values P obs from the sensors at

locations Ωn for each channel C.
[Initialize the PINN model]

4: model = PINN(hyper-parameters)
[Define the Loss function]

5: Ld = MAE(P pred(Ωn, C), P obs(Ωn, C))
6: Lp = MAE

(
∇2P pred(Ωn, C),∇2P obs(Ωn, C)

)
7: Ltotal = (1− λ)Ld + λLp

[Train the PINN model]
8: for epoch = 1 to num epochs do
9: for batch in batches(Ωn, P obs) do

10: Predict the power measurements P pred for the
current batch: P pred = model(batch)

11: Calculate the total loss: loss = Ltotal
12: Update the model parameters using the optimizer:

optimizer.step(loss)
13: end for
14: end for

[Obtain the predicted REM]
15: REM = model(D)

Fig. 3. ARA Deployment

500 square kilometers and covering research and producer
farms along the rural communities of Central Iowa. Fig. 3
illustrates the deployment of seven ARA Base Station (BS)
sites. Among these, Wilson Hall, Boone, ISICS, and Gilbert
are equipped with the SkyLark massive MIMO (mMIMO)
platform operating in the TVWS band. Meanwhile, Wilson
Hall, Agronomy Farm, Research Park, and Curtis Farm sites
include a C-Band Commercial-Off-the-Shelf (COTS) mMIMO



system from Ericsson operating at 3450–3550 MHz band. In
addition, all BS sites feature Software Defined Radios (SDRs)
operating at 3400–3600 MHz, supporting fully programmable,
end-to-end, whole-stack 5G experiments using open-source
systems such as OpenAirInterface and srsRAN.

a) Data Collection Site: For REM modeling, we col-
lected real-world data using the Skylark mMIMO systems
deployed at the Wilson Hall BS. The sample points were
selected around the Wilson Hall covering an area spanning
514 square kilometers. At the time of sampling, all other BSes
were turned off. Before initiating the actual sampling process,
we ensured that no other transmitters were operating at the
same frequency as the TVWS band used by the Skylark BS.
The coverage range of the Skylark BS around Wilson Hall
encompasses diverse terrains, ranging from rural communities
to suburban areas of Downtown Ames, as illustrated in Fig. 4.
These different terrains exhibit varying distributions of shad-
owing and fading effects. As shown in Fig. 5, the measurement
sampling instances indicate different levels of shadowing, even
when the distance from the BS remains the same.

Fig. 4. Sampling Locations and Corresponding Terrain Conditions

Fig. 5. Variation in Channel Conditions across Rural and Suburban Terrains

b) Spectrum Sensing Equipment: The ARA BS sites are
equipped with spectrum sensing equipment, specifically the
Keysight N6841-A RF sensors connected to Keysight N6850A
omni-directional antennas, which monitor spectrum activities
across the bands of interest. Apart from the fixed spectrum
sensors, the Keysight N9952A FieldFox, equipped with an
N6850A omni-directional antenna, and the Keysight NEMO
Handy handheld measurement solution are used to capture
RSSI values at various spatial points around the BS site.

c) Spatial Sampling Strategy: Selecting appropriate spa-
tial samples is crucial to reducing sampling overhead while
maintaining modeling accuracy. A spatially-balanced sampling
strategy is essential in spatial modeling to minimize prediction
errors across the entire domain. The primary objective of this
approach is to identify the most informative sample points
from all the candidate candidate locations in the dataset [30].
Since spatial points in close proximity often exhibit similar
or identical RSSI values, it is preferable to select spatially
distant points that are representative of the overall population.
To this end, we employ Local Pivotal Method (LPM) [31] to
determine the spatial sampling locations in our study, as shown
in Fig. 4.

V. EXPERIMENTAL RESULTS

The computational experiments for evaluating ReVeal were
conducted on a workstation equipped with an Intel® Xeon®
processor operating at 3.40 GHz with 32 GB DDR4 RAM.
ReVeal is compared against stochastic models, including 3GPP
TR 38.901 [32] and ITU-R IMT-2020 [33]. Deterministic mod-
els such as ray tracing using Sionna [34] is also implemented
for the specific ARA regions where real-world measurement
data is collected. Furthermore, ReVeal is benchmarked against
classical machine learning models commonly used for gener-
ating REMs, including the kriging and standard FCNNs. To
assess the importance of using the PDE-based path loss model
in ReVeal, we also compare it to that incorporate alternate
physics models, specifically 3GPP TR 38.901 and ITU-R
IMT-2020. These variants are denoted as PINN with 3GPP
TR 38.901 Model and PINN with ITU-R IMT-2020 Model,
respectively. Unless stated otherwise, all PINN-based models
(including ReVeal) use λ = 0.999.

TABLE III presents the performance of various benchmark
algorithms used for channel modeling. The table includes
several key metrics such as Root Mean Squared Error (RMSE),
Mean Absolute Rrror (MAE), R-squared, and computation
time for each model. ReVeal achieves an RMSE of the order
of magnitude smaller than other methods while maintaining
a relatively low computation time. Although the statistical
models of 3GPP TR 38.901 and ITU-R IMT-2020 have low
computation times of 3.5 s and 3.4 s, respectively, they exhibit
high modeling errors, with RMSE values of 17.25 dB and
11.13 dB, respectively. The low computation complexity but
high prediction errors in these statistical models result from
their reliance on predefined formulas that capture statistical
signal propagation behavior without incorporating site-specific
environmental features (e.g., vegetation, trees, and buildings)



TABLE III
PERFORMANCE OF DIFFERENT PATH LOSS MODELS ACROSS THE WHOLE DOMAIN

Model RMSE (dB) MAE (dB) R-Squared Computation Time (seconds)
3GPP TR 38.901 Model 17.25 15.93 -0.81 3.5
ITU-R IMT-2020 Model 11.13 10.51 0.25 3.4
Ray-Tracing with Sionna 26.96 25.74 -3.42 > 690
Kriging 12.02 13.65 0.15 39
FCNN 10.59 10.23 0.24 39.4
PINN with 3GPP TR 38.901 Model 23.80 17.69 -3.02 9.5 (With early stopping)
PINN with ITU-R IMT-2020 Model 12.35 13.35 0.21 9.9 (With early stopping)
ReVeal 1.95 2.15 0.95 8.9 (With early stopping)

present in the ARA testbed during evaluation. The computa-
tion time for data-driven models such as kriging and FCNN
is higher than that of statistical models, however, lower than
the deterministic ray tracing model. The ray tracing model
is the most computationally intensive, as it requires detailed
environment modeling and the ability to trace individual
propagation path between the transmitter and the receiver.

For locations at varying distances from the Skylark BS,
Fig. 6 compares the actual RSSI values and those predicted by

Fig. 6. Comparison of Predicted and Actual RSSI Values at Different
Distances from the BS

different methods. ReVeal demonstrates strong performance
across nearly all distances, effectively capturing RSSI vari-
ations caused by shadowing. In particular, ReVeal closely
follows the changes in RSSI influenced by terrain conditions,
showcasing its ability to model real-world signal behavior
more accurately than existing methods. Traditional statistical
models tend to underestimate signal strength by tens of dBs.
The kriging model exhibits higher errors in certain scenar-
ios due to its method of estimating values at unmeasured
locations by calculating a weighted average of surrounding
spatial points. Such an interpolation approach assumes that the
underlying spatial field follows a specific correlation structure,
and any deviation—such as in complex environments with

significant signal strength variations—can lead to larger pre-
diction errors. Similarly, ray tracing relies heavily on precise
characterization of propagation conditions, including factors
such as vegetation and building materials. However, obtaining
such detailed environmental data for large, complex outdoor
settings is practically infeasible. As a result, ray tracing
performs poorly due to the lack of accurate environmental
data. In addition, PINNs with the 3GPP TR 38.901 Model and
ITU-R IMT-2020 Model attempt to align with the behavior of
the underlying statistical models, and the inherent limitations
of the underlying models restrict the accuracy of the PINNs
in such cases.

To further highlight the importance of incorporating
physical-domain knowledge in radio environment mapping,
Fig. 7 compares training and testing losses of ReVeal and
FCNN. In Fig. 7(a), ReVeal exhibits rapid convergence, with
its training loss decreasing quickly and stabilizing around
300 epochs. Both training and testing losses in ReVeal start at
0.0020, whereas in FCNN, the loss exceeds 2. This demon-
strates that the incorporation of physics-driven loss helps the
neural network learn more effectively, ultimately improving
ReVeal’s overall performance. Fig. 7(b) further shows that
the FCNN model experiences greater fluctuations and higher
errors, with both the training and testing losses decreasing
more slowly and erratically, suggesting that FCNN struggles
to converge and generalize as effectively as ReVeal.

To evaluate ReVeal’s capability of generating accurate
REMs with sparse training samples, Fig. 8 presents the per-
formance of different data-driven models with varying sample
sizes, where PINN models (including ReVeal) use λ = 0.999.
We observe that the RMSE decreases as the number of
training samples increases. However, PINN models that utilize
statistical models as their underlying physics framework hardly
show any improvement, as they tend to replicate the behavior
of the statistical model itself. With 16 spatial samples, the
average RMSE for ReVeal was slightly over 5 dB, whereas it
decreased to 1.95 dB with 30 training samples. As expected,
computation complexity increases with the number of training
samples. By employing early stopping, where training halts
once the desired accuracy is reached, ReVeal could be trained
and used to visualize REM in approximately 8.9 seconds. In
contrast, other methods require significantly more computation



Fig. 7. Comparison of Training and Test Loss for ReVeal and FCNN Model

Fig. 8. Performance Analysis with other Spectrum Cartography Techniques

time, for instance, with kriging and FCNN taking around
28 seconds and 39 seconds, respectively.

To gain insight into Reveal’s modeling accuracy, Fig. 9(a)
presents the reconstructed RSSI map for λ = 0.999. The
spatial variation in signal strength is evident, with a distinct
high-signal region surrounded by weaker areas. Such a spatial
variability demonstrates ReVeal’s ability to effectively capture
signal propagation patterns. Fig. 9(b) shows the absolute
error for both training points (circles) and testing points
(squares), where the color intensity represents the magnitude
of error. Overall, the error remains relatively low across most
locations, indicating strong generalization performance. To
further analyze the probability distribution of the absolute
modeling error in ReVeal, Fig. 10 presents its Empirical

Fig. 9. Comparison of Test and Training Error over Regenerated Field

Fig. 10. ECDF of Absolute Errors

Cumulative Distribution Function (ECDF). The 25th percentile,
median (50th percentile), and 75th percentile absolute errors are
1.02 dB, 1.31 dB, and 2.39 dB, respectively.

Fig. 11 illustrates the impact of varying λ in Eqn. (2) on
the overall RMSE. The parameter λ controls the trade-off
between the data-driven loss and the physics-driven loss in
the overall loss function. As λ increases, greater emphasis is
placed on the physics-driven loss, leading to a reduction in
overall error. However, when λ = 1, the data-driven loss (Ld)
is completely disregarded, causing the RMSE to increase

Fig. 11. Impact of Varying λ on ReVeal Performance



significantly, highlighting the critical role of Ld in guiding
the model toward a high-performance solution. Specifically,
the data-driven loss ensures that the model adheres to the real-
world measurements while maintaining consistency with the
governing-physics PDE. The aforementioned behavior under-
scores the importance of fine-tuning λ to effectively balance
the contributions of data-driven and physics-driven loss terms
in PINNs for accurate prediction.

VI. CONCLUDING REMARKS

Radio environment mapping from a sparse set of spa-
tial measurements plays crucial role in dynamic spectrum
sharing. In this paper, we derived a PDE-based formulation
of wireless path loss model and used it to develop Re-
Veal, a physics-informed neural network for accurate radio
environment mapping in real-world settings. By integrating
domain-specific physical principles into the neural network
architecture, ReVeal effectively addressed the challenge of
sparse measurements and achieved high accuracy and effi-
ciency. ReVeal is evaluated using the first-of-its-kind ARA
wireless testbed, demonstrating significant improvements over
existing methods and showcasing its potential for real-world
applications. ReVeal also opens avenues for future research,
such as its application in designing dynamic spectrum sharing
mechanisms and incorporating temporal dynamics for predict-
ing spectrum usage trends.
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